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● A population includes all of the elements from a set of data.
● A sample consists one or more observations drawn from the population.

● A measurable characteristic of a population, such as a mean or standard 
deviation, is called a parameter; but a measurable characteristic of a sample 
is called a statistic.

○ Parameter is fixed number.
○ Statistic is a random variable as it depends upon the particular random sample. This is used 

to estimate the parameter.

Preliminaries - Population and Sample



Preliminaries - Estimator
An estimator is a statistic that estimates the value of some parameter of the 
population.

For example, the sample mean(x̄) is an estimator for the population mean, μ.

Since it is a statistic, it is a random variable.

f(D) and f(D=d) used interchangeably. Similarly, P(D) and P(D=d). 



Preliminaries - Binomial Distribution
A binomial distribution can be thought of as simply the probability of a success or 
failure outcome in an experiment or survey that is repeated multiple times.



Binomial Model







Likelihood
Given the parameters, the probability that sample data is generated.



What is a Maximum Likelihood Estimate?



Why use MLE?





Linear Gaussian Model









Poisson Distribution





Exercise





Exercise















Exercise - Biased Coin
● N = 10
● 7 heads and 3 tails in 10 tosses
● Assume data comes from Binomial(N, p)

Find MLE of p.



Exercise - Multiple Experiment with a biased coin
● Three experiments each of 10 trials
● 1st Experiment: 7 heads and 3 tails
● 2nd Experiment: 6 heads and 4 tails
● 3rd Experiment: 8 heads and 2 tails

Find MLE of p.



Exercise - Biased Die
● {Xi} be N i.i.d trail outcomes s.t, N = n1 + n2 …. + n6.
● Assume Xi~Multinomial(N, θ1 + θ2 …. + θ6)

Find MLE of θ.



Thank You



Resources

● StatQuest: Probability vs Likelihood
● StatQuest: Maximum Likelihood
● StatQuest: Maximum Likelihood For the Normal Distribution
● MIT OCW Maximum Likelihood Estimates*

● UWashington Maximum Likelihood Estimates*

* - read only what is relevant

https://www.youtube.com/watch?v=pYxNSUDSFH4
https://www.youtube.com/watch?v=XepXtl9YKwc
https://www.youtube.com/watch?v=Dn6b9fCIUpM
https://ocw.mit.edu/courses/mathematics/18-05-introduction-to-probability-and-statistics-spring-2014/readings/MIT18_05S14_Reading10b.pdf
https://courses.cs.washington.edu/courses/cse546/15au/lectures/lecture01_intro.pdf

